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Abstract

Programmatic interfaces to provide control over individual forwarding
devices in a network prom se to reduce operational costs while

i mprovi ng scaling, control, and visibility into the operation of

| arge scale networks. To this end, several programmatic interfaces
have been proposed. OpenFlow, for instance, provides a nmechanismto
repl ace the dynam c control plane processes on individual forwarding
devi ces throughout a network with off box processes that interact
with the forwardi ng tables on each device. Another exanple is
NETCONF, which provides a fast and flexible nechanismto interact

w th device configuration and policy.

There is, however, no proposal which provides an interface to al
aspects of the routing systemas a system Such a system woul d not
interact with the forwarding system on i ndividual devices, but rather
with the control plane processes already used to discover the best
path to any given destination through the network, as well as
interact wwth the routing information base (RIB), which feeds the
forwarding table the informati on needed to actually switch traffic at
a local level.

Thi s docunment describes a set of use cases such a system coul d
fulfill. 1t is designed to provide underlying support for the
framewor k, policy, and other drafts describing the Interface to the
Routing System (IRS).

Status of this Mno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
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Internet-Drafts are draft docunments valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on August 22, 2013.
Copyright Notice

Copyright (c) 2013 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions wth respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1

I nt roducti on

The Interface to the Routing System Franework [IRS] desribes a
nmechani sm where the distributed control plane can be augnented by an
out si de control plane through an open, accessible interface,

i ncluding the Routing Information Base (RIB), in individual devices.
This represents a "hal fway point" beteween conpletely replacing the
traditional distributed control plane and directly configuring
devices to distribute policy or nodifications to routing through off-
board processes. This draft proposes a set of use cases that explain
where the work described in [IRS] will be useful. The goal is to
informnot only the community’s understanding of where IRS fits in
the | arger schenme of SDN proposals, but also to informthe

requi renents, framework, and specification of IRS to provide the best
fit for the purposes which nmake the nost sense for this type of
programmatic interface.

Towards this end the authors have searched for a nunber of different
use cases representing not only conplex nodifications of the control
pl ane, including interaction wth applications and network
conditions, but also sinpler use cases. The array of use cases
presented here should provide the reader with a solid understanding
of the power of an SDN solution that will augnent, rather than

repl ace, traditional distributed control planes.

Each use case is presented in its own section.

Optim zed Exit Control

At edges where traffic exits along two or nore possible paths, it is
often desirable to choose a path based on nore information the
dynam c control plane provides. For instance, a network operator may
want to take into account factos such as:

o Cost per unit of data sent, indluding tinme of day variations,
surcharges over a specific anmount of data transmtted, and
surcharges for transmtting data to specific types of
desti nati ons.

o Urgency of data traffic or flow.

o Exit point performance, including historical jitter, delay, and
avai | abl e bandwi dth, possibly on a per destination basis.

o Availability of a specific destination through a given link at the
per destination basis (nore specific than the routing protocol
provi des).
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A nunber of possible solutions have been proposed or deployed in the
past. For instance, the necessary netrics could be added to [BGP],

or any other routing protocol, to provide the necessary information,
and fine-tuned al gorithns could be devel oped and depl oyed. Massive
changes to well known and understood distributed control plane
protocols to resolve a single use case, however, are not likely to be
productive for the conmunity as a whole. It’s often difficult to
justify the added conplexity in the database and al gorithns of
routing protools to solve what is considered a point case.

Anot her alternative has been the devel opnment of specific appliances
designed to nonitor the informati on necessary to provide an opti nmal
edge decision, and then to use sone automated configurati on nechani sm
to transmt the decision to the edge routers. An exanple is
illustrated in the figure bel ow

I nternal Network Controller Ext er nal Net wor k

The controller in this network nust:
o Discover the topology of the network fromRl and R2.

o Conpare the current traffic flowinformation to policies set
adm nistratively by the network operator.

o Mnitor the flow of traffic fromthe perspective of RlL and R2.

o0 Inject forwarding information to directly inpact the traffic flow
at the edge devices, or nodify the policy of the existing
di stributed (dynam c) control plane already running in the
net wor k.

Many of these steps is challenging for currently avail abl e sol utions.

To di scover the topology at the edge rotuers, the controllers can
either participate in the control plane, or walk the | ocal routing
tabl e using a network managenent protocol. Neither of these options
are optimal in this case because the controlling process cannot
interact dynamcally with the |ocal topology information in near real
time through such mechani sms.

Injecting forwarding infornmation directly into the RIB on the

i ndi vidual devices in this network is possible today through the
configuration of static routes through sonme external nmechanism such
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as SNWP, NETCONF, or by direct external interaction with the devices’
CLI. None of these options are attractive because:

o They nodify the actual configuration of the device (unlike a
dynam c routing process).

0 They are too persistent (routes installed through static
configuration persist across device reboots).

o The controller cannot interact with the routing table in parall el
Wi th other routing processes. For instance, when a routing
process attenpts to install a newroute in the routing table,
there is often a callback or other notification to the other
routi ng processes running on the sane device; this notification
provi des inportant information the controller can take into
account in its view of the current state of the routing table, and
the state of the device’s routing table. Interface |evel events
al so often trigger notifications fromthe RIB to |ocal routing
processes; these notifications would be invaluble for the
controller to nodify injected routing state in reaction to network
t opol ogy events.

0 Routes installed through the an off box controller through the CLI
or XML interface are difficult to redistribute into other
protocols to draw traffic to a specific exit point, and it can be
difficult to fine tune how these injected routes interact with
routes | earned through other routing processes.

I RS can resol ve these issues by providing an open interface to the

| ocal RIB on each device, allowng the controller to interact with
the RIB just as a local routing process would. This would allow the
controlling process to see the topology information in the RIB
dynami cally, receiving near real tinme updates for route renovals,
installs, and other events, and wi thout relying on static
configuration to inject forwarding information each device can use.

Summary of I RS Capabilities and Interactions:

0 IRS should provide the ability to read the | ocal R B of each
forwardi ng device, including the destination prefix (NLRI), a
table identifier (if the forwardi ng device has nultiple forwarding
i nstances), the netric of each installed route, a route
preference, and an identifier indicating the installing process.

o The ability to nonitor the available routes installed in the RIB
of each forwarding device, including near real tine notification
of route installation and renmoval. This information nust include
the destination prefix (NLRI), a table identifier (if the
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forwardi ng device has nmultiple forwardi ng i nstances), the netric
of the installed route, and an identifier indicating the
installing process.

o The ability to install destination based routes in the local RIB
of each forwarding device. This nmust include the ability to
supply the destination prefix (NLRI), a table identifier (if the
forwardi ng device has nultiple forwardi ng i nstances), a route
preference, a route netric, a next hop, an outbound interface, and
a route process identifier.

o0 The ability to interact with various policies configured on the
forwardi ng devices, in order to informthe policies inplenented by
the dynam c routing processes. This interaction SHOULD be through
exi sting configuration nechanisnms, such as NETCONF, and SHOULD be
recorded in the configuration of the | ocal device so operators are
aware of the full policy inplenented in the network fromthe
runni ng configuration.

o The ability to interact with traffic flow and other network
traffic | evel measurenent protocols and systens, in order to
determ ne path performance, top tal kers, and other information
required to nmake an i nforned path decision based on locally
configured policy.

3. Di stributed Reaction to Network Based Attacks

Quickly nodifying the control plane to reroute traffic for one
destination while leaving a standard configuration in place (filters,
metrics, and other policy nmechanisns) is a challenge --but this is
preci sely the challenge of a network engineer attenpting to deal with
a network incursion. The ability to redirect specific flows of
information or specific classes of traffic into, through, and back
out of traffic analyzers on the fly is crucial in these situations.

The foll owm ng network diagram provides an illustration of the
pr obl em
Valid Source---\ /[/--R2-------------------- \
R1 R3---Valid Destination
Attack Source--/ \--Mnitoring Device----- /

Modi fying the cost of the |ink between RL and R2 to draw the attack
traffic through the nonitoring device in the distributed control
plane will, of necessity, also draw the valid traffic through the
nmonitoring device. Drawing valid traffic through a nonitoring device
i ntroduces delay, jitter, and other quality of service issues, as
wel|l as posing a problemfor the nonitoring device itself in ternms of

Wiite, et al. Expi res August 22, 2013 [ Page 7]



I nternet-Draft I RS Use Cases February 2013

traffic | oad and managenent.

An I RS controller could stand between the detection of the attack and
the control plane to facilitate the rapid nodification of control and
forwardi ng planes to either block the traffic or redirect it to

anal ysi s devices connected to the network.

Summary of I RS Capabilities and Interactions:

o The ability to nonitor the available routes installed in the RIB
of each forwardi ng device, including near real tinme notification
of route installation and renmoval. This information nust include
the destination prefix (NLRI), a table identifier (if the
forwardi ng device has nultiple forwardi ng i nstances), the nmetric
of the installed route, and an identifier indicating the
installing process.

o0 The ability to install source and destination based routes in the
| ocal RIB of each forwarding device. This nust include the
ability to supply the destination prefix (NLRI), the source prefix
(NLRI'), a table identifier (if the forwardi ng device has nultiple
forwardi ng instances), a route preference, a route nmetric, a next
hop, an outbound interface, and a route process identifier.

o The ability to install a route to a null destination, effectively
filtering traffic to this destination.

o The ability to interact with various policies configured on the
forwardi ng devices, in order to informthe policies inplenented by
the dynam c routing processes. This interaction SHOULD be through
exi sting configuration nechani snms, such as NETCONF, and SHOULD be
recorded in the configuration of the |ocal device so operators are
aware of the full policy inplenented in the network fromthe
runni ng configuration.

o The ability to interact with traffic flow and ot her network
traffic | evel measurenent protocols and systens, in order to
determ ne path performance, top tal kers, and other information
required to make an inforned path decision based on locally
configured policy.

4. Renote Service Routing
In hub and spoke overlay networks, there is always an issue with
bal anci ng between the information held in the spoke routing table,

optimal routing through the network underlying the overlay, and
mobility. Most solutions in this space use sone formof centralized
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route server that acts as a directory of all reachabl e destinations
and next hops, a protocol by which spoke devices and this route
server communi cate, and caches at the renpte sites.

An | RS sol ution would use the sane elenents, but wwth a different
control plane. Renote sites would register (or advertise through
sonme standard routing protocol, such as BGP), the reachable
destinations at each site, along with the address of the router (or
ot her device) used to reach that destination. These would, as

al ways, be stored in a route server (or several redundant route
servers) at a central |ocation.

Wen a renpte site sends a set of packets to the central |ocation
that are eventually destined to sone other renpte site, the central
| ocation can forward this traffic, but at the same tine sinply
directly insert the correct routing information into the renote
site’s routing table. If the location of the destination changes,
the route server can directly nodify the routing information at the
renote site as needed.

An interesting aspect of this solution is that no new and specialized
protocol s are needed between the renpte sites and the centralized
route server(s). Normal routing protocols can be used to notify the
centralized route server(s) of nodifications in reachability
information, and the route server(s) can respond as needed, based on
| ocal algorithns optimzed for a particular application or network.
For instance, short lived flows mght be allowed to sinply pass

t hrough the hub site with no reaction, while longer lived flows m ght
warrant a specific route to be installed in the renpte router.

Al gorithnms can al so be devel oped that would optimze traffic fl ow

t hrough the overlay, and also to renove routing entries fromrenote
devi ces when they are no | onger needed based on far greater
intelligence than sinple non-use for sonme period of tine.

Summary of | RS Capabilities and Interactions:

o The ability to read the |ocal RI B of each forwardi ng device,
including the destination prefix (NLRI), a table identifier (if
the forwardi ng device has multiple forwardi ng i nstances), the
netric of each installed route, a route preference, and an
identifier indicating the installing process.

o The ability to nonitor the available routes installed in the RIB
of each forwardi ng device, including near real time notification
of route installation and renmoval. This information nust include
the destination prefix (NLRI), a table identifier (if the
forwardi ng device has multiple forwardi ng i nstances), the netric
of the installed route, and an identifier indicating the

Wiite, et al. Expi res August 22, 2013 [ Page 9]



I nternet-Draft I RS Use Cases February 2013

5.

installing process.

o The ability to install destination based routes in the local RIB
of each forwarding device. This must include the ability to
supply the destination prefix (NLRI), a table identifier (if the
forwardi ng device has nmultiple forwarding i nstances), a route
preference, a route netric, a next hop, an outbound interface, and
a route process identifier.

Wthin Data Center Routing

Data Centers have evolved into nmassive topol ogies with thousands of
server racks and mllions of hosts. Data Centers use BGP with ECWP,
ISIS (with nultiple LAGS), or other protocols to tie the data center
together. Data centers are currently designed around a three or four
tier structure with: server, top-of-rack switches, aggregation
switches, and router interfacing the data center to the Internet.

M crosoft’s usage of BGP in the data center, described in [Lapukh-
BGP], exam nes nmany of these elenents of data center design.

One key el enment of these Data Center routing infrastructures is the
ability to quickly read topol ogy information and excute configuration
froma centralized |location. Key to this environnment is the tight

f eedback | oop between | earning about topol ogy changes or | oadi ng
changes, and instantiating new routing policy. Wthout IRS, may Data
Centers are using extra physical topologies or |ogical topologies to
wor k around the features.

For exanple, Mcrosoft’s network uses BGP because the topol ogy state
could be read from BGP i npenentations in a consistent fashion.

M crosoft m ght have chosen a different routing protocol (such as
ISIS) if the routing protocol state had been easier to obtain.

M crosoft chose BGP for the data center because routers had a good
BGP interface with topol ogy infornmation.

An I RS solution would use the sanme in the elenents, but with a
different control plane. The IRS enable control plane could provide
the Data Center 4 tier infrastructure the quick access to topol ogy
and data flow informati on needed for traffic flow optim zation.
Changes to the Data Center infrastructure done via the IRS could have
a tight feedback | oop.

Again, this solution would reduce the need for new and speci al i zed
protocols while giving the Data Center the control it desire. The
IRS routing interface could be extended to virtual routers.

Summary of | RS Capabilities and Interactions:
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Wi t e,

The ability to read the local RIB of each forwardi ng device,
including the destination prefix (NLRI'), a table identifier (if
the forwardi ng device has multiple forwardi ng i nstances), the
nmetric of each installed route, a route preference, and an
identifier indicating the installing process.

The ability to nonitor the available routes installed in the R B
of each forwardi ng device, including near real time notification
of route installation and renmoval. This information nust include
the destination prefix (NLRI), a table identifier (if the
forwardi ng device has multiple forwardi ng i nstances), the netric
of the installed route, and an identifier indicating the
installing process.

The ability to install destination based routes in the local R B
of each forwarding device. This must include the ability to
supply the destination prefix (NLRI), a table identifier (if the
forwardi ng device has nmultiple forwarding i nstances), a route
preference, a route netric, a next hop, an outbound interface, and
a route process identifier.

The ability to read the tables of other |ocal protocol processes
running on the device. This reading action SHOULD be supported
t hrough an inport/export interface which can present the
information in a consistent manner across all protocol

i npl enent ations, rather than using a protocol specific nodel for
each type of avail abl e process.

The ability to inject information directly into the |ocal tables
of other protocol processes running on the forwardi ng device.
This injection SHOULD be supported through an inport/export
interface which can inject routing information in a consistent
manner across all protocol inplenentations, rather than using a
protocol specific nodel for each type of avail abl e process.

The ability to interact with various policies configured on the
forwardi ng devices, in order to informthe policies inplenented by
the dynam c routing processes. This interaction SHOULD be through
exi sting configuration nechanisns, such as NETCONF, and SHOULD be
recorded in the configuration of the | ocal device so operators are
aware of the full policy inplenmented in the network fromthe
runni ng configuration.

The ability to interact with traffic flow and ot her network
traffic | evel nmeasurenent protocols and systens, in order to
determ ne path performance, top tal kers, and other information
required to nmake an i nforned path decision based on locally
configured policy.
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6.

Tenporary Overlays between Data Centers

Data Centers within one organi zation nay operate as one single entity
even though the Data Centers are geographically distributed fashion.
Applications are | oad bal anced within Data Centers and between data
centers to take advantage of cost econom cs in power, storage, and
server availability for conpute resources. Applications are also
transfer to alternate data centers in case of failures within a data
center. To reduce tine during failure, Data Centers often replicate
user storage between two or nore data centers. During the tranfer of
stored information prior to a Data Center to Data Center nove, the
Data Center controllers need to dynamcally aquire a | arge anmount of
inter-data center bandw dth through an overlay network, often during
of f hours.

I RS coul d provide the connection between the overlay network
configuration, local policies, and the control plane to dynamcally
bring a |large bandwi dth inter-data center overlay or channel into
use, and then to renove it fromuse when the data transfer is
conpl et ed.

Simlarly, during a fail-over, a control process within data centers
interacts with a group host process and the network to seanl ess nove
the processing to another data center. During the fail-over case,
addi tional process state nmay need to be noved as well to restart the
system The difference between these data-to-data center noves is

i mredi ate and urgent need to nove systens. |If an application (such
as nedi cal or banking services) pays to have this type of fail-over,
it islikely the service will pay for preenption on network

bandwi dth. |IRS can allow the Data Center network and the Network

connecting the data center to prenpt other best-effort traffic to
send this priority data flow After the high priority data flow has
finished, networks can return to their previous condition

Summary of | RS Capabilities and Interactions:

o The ability to read the |ocal RI B of each forwardi ng device,
including the destination prefix (NLRI), a table identifier (if
the forwardi ng device has multiple forwardi ng i nstances), the
netric of each installed route, a route preference, and an
identifier indicating the installing process.

o The ability to nonitor the available routes installed in the RIB
of each forwardi ng device, including near real time notification
of route installation and renmoval. This information nust include
the destination prefix (NLRI), a table identifier (if the
forwardi ng device has multiple forwardi ng i nstances), the netric
of the installed route, and an identifier indicating the

Wiite, et al. Expi res August 22, 2013 [ Page 12]



I nternet-Draft I RS Use Cases February 2013

installing process.

o The ability to install destination based routes in the local RIB
of each forwarding device. This must include the ability to
supply the destination prefix (NLRI), a table identifier (if the
forwardi ng device has nmultiple forwarding i nstances), a route
preference, a route netric, a next hop, an outbound interface, and
a route process identifier.

o The ability to interact with various policies configured on the
forwardi ng devices, in order to informthe policies inplenented by
the dynam c routing processes. This interaction SHOULD be through
exi sting configuration nmechani snms, such as NETCONF, and SHOULD be
recorded in the configuration of the |ocal device so operators are
aware of the full policy inplenented in the network fromthe
runni ng configuration.

0o The ability to interact with policies and configurations on the
forwardi ng devices using tinme based processing, either through
timed auto-roll back or sonme other nechanism This interaction
SHOULD be through existing configuration nechanisns, such as
NETCONF, and SHOULD be recorded in the configuration of the |ocal
devi ce so operators are aware of the full policy inplenented in
the network fromthe running configuration.

o The ability to interact with traffic flow and other network
traffic | evel measurenent protocols and systens, in order to
determ ne path performance, top tal kers, and other information
required to nmake an i nforned path decision based on locally
configured policy.

7. Central nenbership conputation for MPLS based VPNs

MPLS based VPNs use route target extended communities to express
menbership information. Every PE router holds incom ng BGP NLRI and
processes themto determ ne nmenbership and then inport the NLRI into
t he appropriate MPLS/ VPN routing tables. This consunes resources,
both nmenory and conpute on each of the PE devices.

An alternative approach is to nonitor routing updates on every PE
fromthe attached CEs and then conpute nmenbership in a central
manner. Once conputed the routes are pushed to the VPN RIBs of the
partici pating PEs.

This centralization of nenbership control has a few advant ages.
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o The nmenbershi p mechani sm (route-targets) need not be configured in
each of the PEs and can be expressed once centrally.

o No resources in the PEs need to be spent to categorize routes into
the VRF tables that they belong and to filter out unwanted state.

o Doing it centrally nmeans the availability of alnobst unlimted
conput e capacity to conmpute nmenbershi p and hence can be done in a
scal eabl e nmanner.

o0 More sophisticated routing policies and filters can be applied
during the central inport/export process than can be expressed and
performed using the traditional route target nechanism

0 Routes can be selectively pushed only to the participating PE s
further reducing the nenory |oad on the individual routers in the
network. This further obviates for a distributed nmechani sns such
as rt constraints to reduce unnecessary path state in the routers.

Note that centrally conpution of nenbership can be applied to other
scenarios as well such as VPLS, MVPNs, MAC VPNs etc. Depending on
the scenario, what gets nonitored fromthe CE m ght vary. Centra

conputation wll especially help VPLS where nulti-hom ng and | oad
bal anci ng using distributed techniques has particularly been a
chal | enge.

Al so note that one of the biggest prom ses of central route
conputation is sinplification and reduction of conputation and nenory
| oad on all devices in the network. This use case is just one
exanple that illustrates these benefits of central conputation very
wel | .

Summary of I RS Capabilities and Interactions:

o The ability to read the loc-RIB-In BGP table that gets all the
routes that the CE has provided to a PE router.

o The ability to install destination based routes in the local RIB
of the PE devices. This nust include the ability to supply the
destination prefix (NLRI), a table identifier, a route preference,
a route netric, a next-hop tunnel through which traffic would be
carried
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