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Abstract

The performance neasurenments of service flow are beconm ng significant
important for adm nistrators nonitoring the fitness of the network.
This meno defines an end-to-end fl ow based perfornmance measur enent
nmet hod, which is achieved by generating synthetic nmeasurenent
packets, injecting themto the network and analyzing the statistics
carried in the nmeasurenment packets. This neasurenent nethod can
nmeasure flow characteristics such as delay, ipdv (IP Packet Del ay
Vari ation) and packet | oss.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on April 15, 2013.

Copyright Notice

Copyright (c) 2012 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Legal

Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.

Thi s docunent may contain material from | ETF Docunents or |ETF
Contri butions published or nade publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in some of this
material may not have granted the | ETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate |license fromthe person(s) controlling
t he copyright in such materials, this docunment may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornat
it for publication as an RFC or to translate it into |anguages ot her
t han Engli sh
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1. I nt roducti on

The | ETF | P Performance Metrics (I PPM working group has defined a
series of standard netrics that can be applied to the quality,
performance and reliability of Internet data delivery services. The
WG has produced protocols to enabl e communi cati on anong test

equi pnent that inplements the one- and two-way netrics (OMMP and
TWAMP respectively).

This meno i ntroduces a new neasurenent nethod which is called FPM
It continues as follows. Section 2 discusses the existing problens
and puts forward the notivation of FPM Section 3 introduces
term nol ogy, followed by the overview of the FPMin Section 4.
Section 5 and Section 6 introduce connection control and measurenent
process of the FPMrespectively. Section 7 describes the usage of
nmetrics in FPM which are defined in the current |PPM working group.
Section 8 describes sone exceptions and handling. At last it

i ntroduces a use case, which describes the depl oynent,
characteristics and applications of FPM

2. Pr obl ens st at enent

The TWAMP pr ot ocol proposed by | PPM WG provides a sinple and useful
networ k performance neasurenent nethod. It ains at using a safe and
effective way to neasure the performance of the IP network. TWAWP
uses TWAMP-Control protocol to initiate, start, and stop test

sessi ons, nmaking the neasurenment process with nore flexibility and
security. It uses TWAMP-Test protocol for the actual network test by
injecting test packets into network, so that various properties of

t he network can be neasured offline effectively. However, while
TWAMP is able to achieve nobst network neasurenent situations, it does
not work well in some cases on the performance testing for real tine
busi ness.

In some cases, it needs to nonitor the various time-varying
performance i ndexes of the |IP network, the performance neasurenent
shoul d be based on real service streamand reflect the rea
performance of the network. For neasuring the perfornmance of the
real service stream TWAMP has the follow ng defects due to the |imt
of nmeasurenent paraneters and its franmework.

o TWAMP is mainly used to neasure the performance of the network.
It cannot be well applied to the real-tine perfornmance nmeasurenent
of a particular or one kind of applications.
o In the case of real tine neasurenent of network performance, if
I

the test packets are sent too frequently, the network |oad will be
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i ncreased and application flows will be affected. Oherwi se, if
t he nunber of test packets is small, the performance of the
network cannot be reflected accurately by the neasurenent.

For exanple, for real tine stream ng nedia services such as |IPTV and
vi deo conference, packets carry QoS paraneters to ensure service
quality for different application flows. Network needs to real tine
nonitor the performance of these application flows, in order to

adj ust the allocation of resources in network according to the
nonitoring results in real tine, thereby ensuring the QS

requi renents of different applications. For the performance

measur enent of such business di scussed above, TWAMP cannot neet al
the requirements well as a result of the above defects.

For the probl ens discussed above, it is required to define a new
nmeasur enent framework, which is able to nmeet the demand for real tine
measur enent of application flows, and does not have nuch inpact on
the data flowitself. At the same tinme, this new neasurenent nethod
will be able to neet the follow ng goals of the |IPPM neasurenent:
guarantee the Service Level Agreenment (SLA) provided to the
custoners, detect/locate the network performance defects, react in
response to perfornmance degradation or the failures pronptly, and
optim ze the network resources utilization.

In the follow ng section, we discuss the requirenments of IP
per formance neasurenent in | P nobile backhaul network.

In nobil e operator’s backhaul network, there nust be a perfornance
nmoni toring mechanismto check the traffic status in the network.
Wth the status information, sonme strategies can be inplenented on
entities. For exanple, eNodeB can inplenent online congestion
control and bandw dt h adjustnment strategy based on the performance
nmonitoring result. Hence, |IPPMnmechanismis required to provide a
reasonabl e estimate of the anmount of delay, ipdv (IP Packet Del ay
Vari ation) and packet |loss in the backhaul network connecting it to
t he GW

In order to avoid adding superfluous traffic to the backhaul and

| eading to the increase of the |oad level in the network, it is
necessary that the frequency of measurenent packets generation is
kept at a mninmum Mreover, these packets should not lead to an
excessi ve conputational overload on the eNodeB and the GWN | n other
words, the process of generation of these probe packets should be
sinpl e and nust not overload the transport interface. The packets
must be small and infrequent so as to not cause un-necessary overl oad
on the backhaul bandw dt h.

Applications or traffic in nobile backhaul network are divided into
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mul tiple bearers with proper nobile QS paraneters (e.g. Q). If

t he nobil e network woul d manage bearers as QoS and applications, then
t he perfornmance of backhaul is nore |ike to be based on applications
or QS. The currently active neasurenment nmethod (e.g. TWAMP) nmay be
able to do fl ow based neasurenent by specifying DSCP for the TWAMP-
test packets. But it can not well support the online neasurenent and
the length of test packet is changel ess and not varying as the real
servi ce packets. The average performance i ndexes neasured by the
active neasurenent nethod may not be suitable in these cases.

A new neasurenent nethod can be applied into backhaul network, by
depl oyi ng an end-to-end performance nonitor on eNodeB to assi st
eNodeB to execute the congestion control and flow scheduling. Played
as sender entity, eNodeB sends out the OAM packets periodically to
trigger the other end (e.g. another eNodeB or an SGWN replying
acknow edgenent packets, then to estimate the delay, ipdv (IP Packet
Del ay Variation) and packet |oss of each application flow by
col l ecting and cal cul ating status information.

3. Conventions and Term nol ogy

3.1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3.2. Term nol ogy
FPM Fl ow based Performance Measurenent

FM Forward Monitoring

BR: Backward Reporti ng

4. Overvi ew
4.1. Goals and Modtivation

It is required to provide a reasonable estinmation neasurenent of

del ay, ipdv (1P Packet Delay Variation) and packet loss in |IP network
(such as backhaul network). The above paraneters are functions of
time, which are stochastic in nature. Therefore, the nmechanismis
required to provide statistical condition estimations of the IP Iink
status. Since neasurenent injects sone OAM packets to the network

it 1s necessary that the frequency of packet generation is kept at a
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m ni mum Moreover, these packets should not |lead to an excessive
conput ati onal overload on the neasure device. |In other words, the
generation process of these nmeasurenent packets should be sinple and
must not overload the transport interface. The packets nust be small
and i nfrequent so as not to cause unnecessary overload on the network
bandw dth or influence the service running on the network.

4. 2. Pr ot ocol overvi ew

Firstly we nake sone statenent for FPM W define a neasurenent

nmet hod that can be used in sonme scene. The nethod proposed here is
an end-to-end neasurenent nethod over |IP layer; it can be inplenented
under the tunnel node of IPSec. Two types of logical entities are
defined, the FPMInitiator and the FPM Responder. The FPM process
consists of two parts: Connection control and Measurenent Process.

Duri ng Connection control phase, the FPMinitiator sends a request to
t he FPM Responder on a random port to set up the FPM connecti on
activation. The FPM Responder SHOULD listen to a well-known port
(This port nunmber is introduced to be assigned by the 1ANA. ). Second
t he FPM Responder responds with an ACK packet including sone

par aneters based on the request. Wien the FPMInitiator receives the
ACK, it wll prepare for starting the neasurenent process.

After the measurenent, FPM Initiator sends Connection Deactivation
request packet called DEA to the FPM Responder. The FPM Responder
sends DEA- ACK packets back to the FPMInitiator after it receives the
DEA packets to stop the neasurenent.

During the neasurenent process, the FPMInitiator periodically
generates Forward Monitor (FM packets with the source and
destination | P addresses, and other classification information (for
exanpl e DSCP cl ass) of the service packets , which are sent to the
FPM Responder. The generation and transm ssion of FM packets can be
periodical with a specific tinme interval, or a certain nunber of
busi ness packets shoul d be sent between two contiguous FM packets.
The FPM Responder receives the FM packets and sends Backward
Reporting (BR) packets which are constructed according to the FM
packets. The path performance such as the delay, ipdv (IP Packet
Del ay Variation) and |loss rate etc. are cal cul ates by the FPM
Initiator according to the information in the BR packets.

The FM packets have the sanme source and destination |P addresses,
even the sanme DSCP class in sone cases with the business packets. So
they are carried through the transport network just nost |ike the
busi ness packets, and delay, ipdv(lIP Packet Delay Variation) and
packet | oss encountered by themresenbl es the performance as seen by
t he packets of the actual business flows. The FM and BR packets used
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in FPM are small enough to produce influence to actual service flow
as little as possible.

Essential differences exist between FPM and | PPM W& def i ned

nmeasur enent, such as TWAMP and OMMP. The sol utions adopted in TWAMP
and OMMP are counting the information of nmeasurenent packets sent to
network by Sender, and actively obtaining the nmeasurenent results.
FPMis based on the running traffic of applications, and it collects
the statistics of real business flow Additional OAM packets are
sent anong business flow. Those OAM packets can be small and the
inserted frequency can be lower. The OAM packets are used to carry
fl ow application statistics, which can be used to neasure and
estimate the business flow performance.

4.3. Logical Model

The role and definition of the logical entities and neasurenent
packets in FPM are defined as foll ows.

FPMis an end-to-end neasurenent, so two logical entities are
defi ned.

o FPMInitiator: FPMInitiator serves as the sending endpoint, and
charges for generating and sending the request to initiate a FPM
connection. It could also send FM packets to col |l ect neasurenent
data and generate statistical report.

o FPM Responder: FPM Responder serves as the data receivVving
endpoi nt, and charges for responding the request of initiating a
link. It could also send back a BR packet to the sendi ng endpoi nt
once it receives the FM packet fromthe FPM Initiator.

One possible scenario of relationships between these roles is shown
bel ow.

Figure 1. One possible relationship between FPM Initiator and FPM
Responder

Note that the FPMInitiator can al so serve as the data receiving
endpoi nt, and the FPM Responder serves as the data sendi ng endpoi nt.
In this case the FM packets are sent by the FPM Responder and the BR
packet is sent by the corresponding FPMInitiator. |In later sections
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the method is described for the first case. To avoid repetition,
detail of this case is not described.

There are six types of packets in total, which include four types of
control packets and two types of neasurenent packets.

Control packet:

o ACT: It is sent fromthe FPMInitiator to a specific UDP port on
FPM Responder, carries paranmeters used in negotiation process when
initiating a FPM connecti on.

0 ACT-ACK: It is a response for ACT sent by the FPM Responder to the
FPM I nitiator.

o DEA It is sent by the FPMInitiator to the FPM Responder for
di sconnecting the FPM connecti on.

o DEA-ACK: It is a response for DEA sent by the FPM Responder to the
FPM I nitiator.

Measur enent packet:

o FM (Forward Monitoring): It is sent by the FPMInitiator. The
format of FM packet payl oad as defined by this docunment will be
shown bel ow.

o BR (Backward Reporting): It is sent by the FPM Responder. The
format of BR packet payl oad as defined by this docunent will be
shown blow. It is a response for FM

5. Connection Control
5. 1. Connection Activation

In the FPM connection activation process, a Flow ID is assigned for a
defined flow (the Flow ID is unique in a connection between the FPM
Initiator and the FPM Responder). It should specify how to define
the Fl ow corresponding to the neasurenent instance. Flow can be
defined by different conbinations of source |P address (SIP),
destination I P address (DI P), protocol type (PT), DSCP, source port
nunber (sPort) and destination port nunber (dPort). Three types of
conbi nations are suggested: (SIP, DIP, PT), or (SIP, DIP, PT, DSCP)
or (SIP, DIP, PT, sPort, dPort). The nore the conbi national

di mensions are, the nore fine-grained can be the nonitoring of

busi ness fl ow.
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Before starting the nmeasurenent, a connection should be established.
Wen the FPM Initiator wants to start the nmeasurenent process, it
enabl es the neasurenent capabilities to the FPM Responder by sendi ng
ACT packet to the specific UDP port on the FPM Responder. Wen the
FPM Responder receives the ACT, it enables its neasurenent function
and responses to the FPMInitiator wth ACT- ACK packet. The
connection activation process is finished after the FPM Initi ator
recei ving the ACT- ACK packet fromthe FPM Responder, then the FPM
Initiator can send FM packet after one cycle. The definition of
flow, Flowm D, and the sending period of FM packets must be consulted
by two ends during the connection activation process.

The format of ACT packet is defined as follows:

+
+ W

3
2345678901
B S S SR S S

PT
B e S i S SEIE N
SIP |

I R T T T T R T T T T I S S S S S
D P |

i I T e ik ik aoTe TEIE RIS R R S S S S T S T it it S e e e S S
sPort | dPort |

B T T i T T i S S it S i St D S S S
Fl om d | DSCP | Reser ved |

I R T T T T R T T T T I S S S S S

1
+(§-Il-l\)

H

=

-+
|

H

4
+
|

+

+—+— +— +— +— +00O

Ver and Type existed in all packets in this nmeno indicate the version
and type of packet. Type in these packets MJST be OX1 indicates that
this is an ACT packet.

Peri ods defined by FPM Initiator indicates the sending period of FM
packet s.

Fl owType indicates how a flowis defined.0Ox0 in this field is for
(SIP, DIP, PT, sPort, dPort), while Ox1 is for (SIP, DP, PT, DSCP)
and 0x2 is for (SIP, DIP, PT). The other values are not defined.

PT is the protocol type value of the service flow needed to be
nmeasured. It may be UDP, TCP, SCTP or other types.

SIPis the source | P address of the service flow, and DIP is the
destination | P address of the service flow. SPort and DPort which
are valid only when the flowis defined by (SIP, DIP, PT, sPort,
dPort) indicate source/destination port nunmber of the ACT packets.
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5.

2.

If the Fl owType is not defined by (SIP, DIP, PT, sPort, dPort), this
filed i s OxFF.

Flowd is the flowid assigned for the defined flow It is defined
by the FPM Initiator. The Flowd field in others control packets and
measur enent packets have the sane neani ng.

DSCP is valid only when the flowis defined by (SIP, D P, PT, DSCP).
It indicates the value of the DSCP filed in | P header of service
fl ow

Reserved is reserved for extensions in future and MJUST be set to 0x0
currently.

The format of ACT- ACK packet is defined as follows:

0 1 2 3
01234567890123456789012345678901
T i S T o S S S i S s i S N S S
| Ver | Type | peri ods | Fl owm d |
B I S I T i ai S T i i S S
| |

+-

Accept Reser ved |
e i S S s i I S el st NS SN SR

Type of 0X2 indicates ACT- ACK

Accept is 0x0O means Connection Activation is OK  Accept is 0x01
means Connection Activation is failure and the reason i s unspecified.

Connecti on Deacti vation

Wien the FPM Initiator wants to stop the neasurenent, it sends
Connection Deactivation request packet called DEA to the FPM
Responder. The FPM Responder sends DEA- ACK packets back to the FPM
Initiator after it receives the DEA packets.

The format of DEA packet is defined as follows:

0 1 2 3

01234567890123456789012345678901
i T i e r i o i R SR N SR S S
| Ver | Type | Reser ved | FI ow d |
s i i S S T wuit N SR S S S i S

Type of O0X5 indicates DEA
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The format of DEA- ACK packet is defined as follows:

0 1 2 3
01234567890123456789012345678901
i i S I i i SR I SRS S S
|  Ver | Type | Reser ved | Fl owm d |
T i S e I S i S I S S S S S e &

Type of 0X6 indi cates DEA- ACK.

6. Measur enent Process

This section descri bes FPM Measurenent process. It runs over UDP,
and its packet header is constructed in accordance with the business
packet except the source port nunber and destination port nunber.

The destination port nunber is a well-known port nunber, and the
source port nunber can be assigned a random port nunber. Its packets
function is simlar to the OAM packets, they can be small and the
inserted frequency can be | ower.

6. 1. FPM I niti ator behavi or

In the neasurenent phase, FPMInitiator major responsibility is to
structure and send FM neasurenent packet, as well as receive and
process BR neasurenent packet.

When the connection is established successfully, the FPM Initiator
sends FM packets according to the given tinme-interval. Regardless of
any schedul i ng del ays, each packet that is actually sent MJST have

t he best possible approximation of its real tine of departure as its
timestanp (in the packet).

The format of FM packet is defined as foll ows:
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0 1 2 3

01234567890123456789012345678901
B I S I T i ai S T i i S S
|  Ver | Type | SN | Fl ow d |
i S e s T i S S S i o SRS S S
| Fwd Tx Pkt |
T s S i S I S I S e i
| FwdTxByt e |
B I S I T i ai S T i i S S
| FMsTi nest anp |
| |
+-
|

+-

R i SR T o
Reser ved |
i S i i S S e i o S S S S R e T

Type of 0X3 indicates FM

SN i s the sequence nunber of the flow, which distinguishes the

di fferent FM packets and indicates the correspondence between FM
packets and BR packets. Each FPM fl ow SHOULD nmai ntain a set of
sequence nunbers (SN)

FwdTxPkt is the accunul ati on of the nunber of the packets sent by the
FPM Initiator. FwdTxByte is the accunul ation of the nunber of bytes
sent by the FPMInitiator. In order to determ ne the value of the
fields of FwdTxPkt and FwdTxByte, the FPM Initiator maintains two
counters, SPN and SBN, for each FPMflow that is increnented every
time a business packet is sent. Wen the FM packets are to be sent,

t he FwdTxPkt and FwdTxByte are set to the then value of the counters
respectively.

FMsTi mestanp is the tinestanp when the FPM I nitiator sends the first
bit of the FM packets.

The format of the FMsTinestanp is the sane as in [ RFC5905] and is as
follows: the first 32 bits represent the unsigned integer nunber of
seconds el apsed since Oh on 1 January 1900; the next 32 bits
represent the fractional part of a second that has el apsed since
then. The timestanp follows the above format in the bel ow sections.
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0 1 2 3
01234567890123456789012345678901
B T i S S S T s s T ik i w s o S S S S
| I nt eger part of seconds |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R
| Fractional part of seconds |
i T T T R i i I S e e e ik i RIE TR SRR S S e I R e S

6.2. FPM Responder behavi or

FPM requires the FPM Responder to transmt a packet to the FPM
Initiator in response to each FM packet it receives.

When t he FPM Responder receives a FM packet, it copies the val ue of
FwdTxPkt, FwdTxByte and Tinestanp in FM packet into the correspondi ng
fields of the BR packet, and sets the fields of Sender Tinmestanp,
FwdRxPkt and FwdRxByte and sends the BR packet.

The format of BR packet is defined as foll ows:

0 1 2 3
01234567890123456789012345678901
B i e s o e e e L e e Tk o e
Ver | Type | SN | FI ow d |
I R T T T T o R el T T T I S S S S
Fwd Tx Pkt |
e T T e e e i S e e O e S e e e e S e
FwdTxByt e |
B i R e e i o e e e L e E R R o o h
FMsTi mest anp

FM Ti mest anp

—_—

T T T i S S i s T S S S S e e
Fwd Rx Pkt |
T ST S e e i ST S S T i I Tk S e s S S
FWdRxByt e |
T R e i S S S i S HI S S R e e e s
Reser ved |

+

|

+

I

+

|

+

I

|

T I T S S e i S e it S SIS S S S S
I

|

+

|

+

I

+

|

T T S e T i S S T I S S S L T

Type of 0X4 indicates BR

SN is copied fromthe SN field of the correspondi ng FM packet.

Sun, et al. Expires April 15, 2013 [ Page 14]



| nt er net - Draf t FIl ow- based Perfor mance Measur enent Cct ober 2012

The FwdTxPkt and FwdTxByte are copied fromthe correspondi ng FM
packet .

FwdRxPkt is the accunul ation of the nunber of the packets received by
t he FPM Responder.

FwdRxByte i s the accumul ati on of the nunmber of bytes received by the
FPM Responder .

In order to deternmine the value of the fields of FwdRxPkt and
FwdRxByt e, the FPM Responder maintains two counters, RPN and RBN, for
each FPM flow that is increnented every tinme a business packet is
received. Wen the BR packets are to be sent, the FwdRxPkt and
FwdRxByte are set to the then value of the counters respectively.

FMsTi mestanp is copied fromthe Tinmestanp field of the FM packets
FM Tinmestanp is the tinmestanp when the FPM Responder receives the

| ast bit of the FM packets. The format of the tinestanp is the sane
as in FM packets.

Note that the FPMInitiator could start nultiple nmeasurenent engines;
each engine is corresponding to an active logical path (with a
different Flow). These neasurenent engi nes operate in parallel, and
send FM packets with the flowid of the |ogical path, collect the
correspondi ng BR packets, and maintain the collected statistical

val ues.

7. Metrics

FPM net hod can neasure nost of the Metrics defined by |PPMWs W
assune that the reader is famliar with | PPM working group docunent,
some terns in these docunents nay be used as descri bed bel ow.

[ RFC2679] describes the one-way delay netrics between the | P hosts.
Delay is dT nmeans that Src sent the first bit of a Type-P packet to
Dst at tinme T and that Dst received the last bit of that packet at
time T+dT[ RFC2679]. In FPM FMsTi nestanp in FM packet is the

ti mestanp when the FPM Initiator sent the first bit of the FM packet,
and FPM Responder records the tinestanp when the FPM Responder
received the last bit of the FM packets. Assumng that tine in both
ends are synchronous, one-way delay in one neasurenent can be derived
t hrough FM Ti nmest anp- FMsTi nmest anp.

[ RFC2679] al so descri bes a pseudo-random Poi sson sanpling method for
sanpling T between the designated TO and Tf (TO and Tf is the
sanpling tinme boundary value). FPM can sanple the set of results
nmeasured in FPMInitiator, and the sanpling nmethod can be the pseudo-
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random Poi sson sanpling or other nmethods. Error handling and ot her
operations are described in [ RFC2679].

[ RFC2680] defines the one-way packet |oss netrics between the IP
hosts. |If the packet can reach the destination host, the data | oss
value is 0. |If the packet is lost during transm ssion, the data | oss
val ue is 1[ RFC2680]. The host records whether the business packet is
| ost or not during the neasurenent cycle and it can cal cul ate the
unidirectional |IP packet loss for this period of tine. FPMuses this
nmet hod to get statistics of the business packet loss. 1In the

measur enent process, FPMInitiator uses a counter to count the actual
nunber of packets sent by it. FPM Responder records whether business
packet has arrived or not, if the packet reaches the FPM Responder,
busi ness packet loss value is O; if the packet is |ost during
transm ssi on, the business packet |oss value is 1. FPM Responder
curmul ates the | oss val ue, and cal cul ates the nunber of packets
actually received. The above paraneters, carried by neasurenent
packets, are exchanged between both sides, used to cal cul ate packet
loss and loss rate in FMInitiator ultimtely.

As descri bed above, neasurenent packet only needs to carry statistics
information of both sides in the FPM The measurenent packet size
and the transm ssion frequency are relatively small, so FPMwi || not
cause too nuch inpact on the original business.

Simlarly, the FPM net hods can al so neasure netrics defined in
[ RFC3393] and [ RFCA737].

Note that the statistics is carried in the IP layer. They are

cal cul at ed before packet fragnentation at the FPM Initiator and after
packet reassenbly at the FPM Responder. |f both the FPM Initiator
and the FPM Responder support |PSec, the paraneter statistics,

i ncl udi ng nunber of bytes/packets, Delay and ipdv (I P Packet Del ay
Variation), are carried before |PSec process is executed. |If |IPHC
(I P Header Conpression) is used at the two ends, the paraneter
statistics should be carried before | PHC

7.1. Exanple of loss rate

Using the statistics of |oss data, we can cal cul ate the value of |oss
rate. The flowng is an exanple.

When the dth BR packet is received at the FPM Initiator, the |oss

rate plr based on the dth BR packet and (d-1)th BR packet is
cal cul ated as:
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(SPN(d)-SPN(d-1))-(RPN(d)-RPN(d-1))
[ rd = - - mm e e e eee e
P SPN(d) - SPN(d- 1)

(SPN(d)-SPN(d-1))i ndi cates the nunber of service packets sent by the
FPM Initiator during dth nmeasurenment, and (RPN(d)-RPN(d-1)) indicates
t he actual nunber of service packets received by the FPM Responder
during dth measurenent.

The | oss rate needs to be aggregated over the reporting interval.
Let’s assune that N BR packets were received during the dth reporting
interval. Therefore, the packet loss rate for that interval can be
cal cul ated as:

1 N

PLRd = --- * sumplrd
N d=1

8. Exception Handling
8.1. FM BR Packet Loss

In some cases the FM or BR packet may be lost in transit, then no
statistics can be obtained fromthis round of neasurenent.

So the loss rate of the nth measurenment can be cal cul ated as:
(SPN(m) -SPN(n))-(RPN(m-RPN(Nn))
SPN( m) - SPN( n)
where mis the SN of the BR packet currently received and n is the SN
of the latest BR received.
8.2. Packet Reordering
In the receive side if the received packets are out of order, the FM
packet may arrive earlier than the | ast service packet sent before
it, or later than the first service packet sent after it. Then

statistical error of packet loss will be result in.

There are several reasons for packet reordering. Wen a network node
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receives a fragnmented I P packet, it has to reassenbl e the datagram
and the extra tine spent on the IP fragnent reassenbly may cause
packet reordering; Some |oad sharing schenmes for network (e.g. ECW,
M.- PPP) may create multipath for packets, which can al so cause packet
reordering; Miulti-core CPU processing and nmulti-threadi ng of packets
in the sender and receiver nmay also | ead to packet reordering.

In the sinplest case that data transmts along a single path, DSCP
can be used to classify the flowin order to avoid the packet
reorderi ng.

Note that the packet |oss calculation is based on sanple statistic,
and by increasing the nonitoring period, the error caused by the
occasi onal packet reordering can be snoot hed.

9. Use Case

This section describes a typical scene using the nmeasurenent nethod.
The wirel ess nobil e backhaul networks based on IP, share the
avai |l abl e capacity between the connected eNodeBs. Conpared to the
traditional SDH ATM transport network, in |IP-RAN, the data transfer
speed is unstable and data transfer is |acks of QoS guarantee and
there is no perfect testing nethod on packet |oss, delay and ipdv (IP
Packet Delay Variation). So it is necessary for the nodes in the RAN
side to detect the network quality of the connection between RNC and
NodeB or eNodeB and SAE.

Take the eNodeB and SAE for exanple; in order to nmake sure that the
anmount of generated traffic is aligned with the avail abl e capacity,

it is inportant that the eNodeB probes the backhaul network to
determ ne the actual delay, jitter and packet |oss encountered by
typi cal packets. The proposed nmethod in this docunent can be used to
detect the I P Performance of the connections between the eNB and

S- GW

As shown below, FPM Initiator is deployed in eNodeB, and FPM
Responder is deployed in S-GW
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connecti on

I I I
| | |
| FM | |
| eNodeB I > | S-GW |
| | BR | |
|-----mmmmem- - | <--meeeeeme-e | ----mmmmmm - |
FPM I nitiator discoﬁﬁéction FPM Responder
e e e >

Figure 2: Exanple of FPMin backhaul network

At the eNodeB, FM packets are generated periodically with the source
and destination | P addresses, and DSCP class. At the S-GW after
receiving the FM packets, BR packets are constructed. They are then
f orwarded back to the eNodeB

W sent a simlar packet of OAM packet size and the transm ssion
frequency is relatively small, so FPMw Il not cause too nuch i npact
on the original business between eNodeB and S-GWN Since the

measur enent packet is constructed according to the business packet,

t he network path of neasurenent packet and business packet is the
same (Tunneling is used for the data transm ssion between eNodeB and
S-GW the paraneter statistics of FPM should be carried before the
tunnel . Measurenent packet and busi ness packet are encapsulated into
a sane tunnel and they are passed in the sane path). The data
obt ai ned t hrough FPM can represent the performance of the business
fl ows between the eNodeB and the S-GWaccurately.

Upon receiving the BR packets at the | ogical port the eNodeB exactly
knows the current congestion extent in transport network. The
bandwi dth of the logical port is reduced if congestion is detected
according to the neasurenent result; otherw se, the bandwidth is
i ncreased slowy.

10. Security Considerations

To be defi ned.
11. | ANA Consi derati ons

The destination port nunber of the newy defined packets for
measur enent needs to be assigned by the | ANA
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